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Abstract—The cloud computing is well known for its ‘on-
demand” service models, supported by set of hardware, network-
ing and software resources. Cloud computing services host huge
virtual machines (VMs) for demanding situations as virtualiza-
tion. Virtualization efficiently accomplish increasing demand for
computing, storage and network resources in the large-scale cloud
data centers. By virtual machine (VM) migration, modern situa-
tion come across the various resource management representation
considering load balancing, proactive server maintenance, power
management, distributive service availability and fault tolerance.
In this paper, an efficient energy consumption technique in
cloud load balancing and consolidation based on Ant Colony
Optimization (ACO) algorithm has been presented for cloud
surrogation placement in content delivery network. Experimental
results represents that, the proposed method performs better than
static and dynamic cloud surrogation methods.

Keywords— Cloud Computing, MAX — MZN ACO, Virtualiza-
tion, VM Migration, Cloud Surrogation Placement, Consolida-
tion, Content Delivery Network.

I. INTRODUCTION

The cloud computing is computing technique in which large
groups of remote servers are networked to allow centralized
data storage and online access to computer services or re-
sources. It provides flexibility and different computing plat-
form for organizations. The “Sharel&TEX” is an great example
of cloud computing, it is a free website that requires regis-
tration to access, where users can typeset IX[EX documents,
save, sort, manage and generate pdf documents through a
web browser without installing TexLive, I&TEX IDE and Linux
operating system. It is used by approximately 8 million people
per month and has a great storage capacity and computing
environment. It is collaborated by top Universities [1]].

Initially, due to absence of cloud computing, maintaining
security of the information had been very difficult task.
However, first appearance of the cloud computing has made
life easier. The cloud computing consists of certain elements
such as clients, servers and the main center where all servers
are managed [2]. Figure 1.1 shows the architecture of cloud
computing system, where the data owner stores the data
and applications to the cloud storage. Whenever users need
to access data and applications, the cloud service provider
establish an access to the user through the cloud.

A. Types of Services

The cloud computing categories as follows [3].

o Software as a service (SaaS) applications are intended for
end-users, delivered over the network.
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e Platform as a service (PaaS) is the set of tools and
services developed to perform coding and organizing the
applications.

o Infrastructure as a service (IaaS) is the software and
hardware that commands all servers, storage, networks
and operating systems.
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Fig. 1. Types of Services in Cloud Computing

The different types of services described in the
description of each service in the cloud computing described
in next section.

(a). Software as a Service

A SaaS [4] provider gives subscription option for an applica-
tion, to the customers either as a service on demand, or at no
charges. Some decidable features of SaaS include

o Web access to commercial software.

o Software is managed from a central location.

o Software delivered in a “one to many” model.

« Users not need to handle software upgrades and patches.

(b). Platform as a Service

PaaS [5] has the similar feature as SaaS which gives platform
to run the applications, but in the software development area
PaaS used as a computing platform. It grants the development
of web applications fast and easily without any complexity of
purchasing and maintaining the software and infrastructure for
its organization. Characteristics of PaaS are as follows:

« PaaS provides services to develop, test, deploy, host and
keep it in the similar unified evolution environment. It



ISSN: 2321 — 7529 (Online) | ISSN: 2321 — 7510 (Print)

accomplished the application development process.

« Network base user interface, helps to create, modify, test
and deploy different UI scenarios.

o It has sorted architecture where severe parallel users
employ the same development application.

o Built in scalability of arranged software including load
balancing and fall over.

« Incorporation of web services and databases via regular
pattern.

o It adjusts for maturity group cooperation; some PaaS
solutions contain project forecasting and communication
tools.

« It also works as a tool that handles fee and subscription
management.

(¢c). Infrastructure as a Service

TaaS [6] is a mode of carrying cloud computing infrastructure
servers, storage, network and operating systems, as an on-
demand service. Other than buying servers, software and
datacenter space or network equipment, clients rather buy
those resources as fully outsourced services on demand [7].
Features of IaaS described as,

o laaS is generally established to observe the resources
those are distributed as a service.

o It allows for dynamic leveling also has an erratic cost,
utility pricing model.

o Generally IaaS includes various clients on a single piece
of hardware.

II. RELATED WORK

Wu et al. [8] presented an admission control and scheduling
mechanism proposes which not only maximizes the resource
utilization and profit, but also ensures that the QoS require-
ments is proposed. Mixed Workload Aware Policy (MWAP)
is implemented to consider the workload of different types of
application such transactional and non-interactive batch jobs.
The proposed mechanism provides substantial improvement
over static server consolidation and reduces SLA violations.

Ferreto et al. [9] proposed a new approach for Dynamic VM
Consolidation with Migration Control. Authors have discussed
that current techniques like static consolidation and dynamic
consolidation does not consider the steady usage of virtual
machines. Due to which problems may arise like migration
cost and penalty to physical server. So, Authors claimed that
for steady usage migration can be avoided but for variable
usage migration can be performed. Authors had used Linear
Programming Formulation and Heuristics approach for the
same. Huang et al. [10] provided VM consolidation problem
which is a NP Hard problem is solved by applying meta-
heuristic algorithm ACO. The objective is to lower down
the energy consumption of the overall algorithm. And the
algorithm also reduces VM migrations.

Cao et al. [11] presented a novel allocation and selection
policy for the dynamic virtual machine (VM) consolidation
in virtualized data centers to reduce energy consumption and
SLA violation. Firstly, it detect overloading hosts in virtual en-
vironments and then apply a method to select VMs from those
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overloading hosts for migration. VM Provisioning Method
to Improve the Profit and SLA Violation of Cloud Service
Providers. Liet al. [12] presented an approach for virtual
machine consolidation based on energy efficient migration and
live virtual machine migration. Authors have implemented the
same approach using Eucalyptus which is an open source clone
of the Amazon Elastic Compute Cloud (Amazon EC2).

Patel et al. [13]] proposed an Threshold based algorithm
for VM provisioning among multiple service providers that
reduces SLA Violation. It uses two threshold values and
two type of VMs (on-demand and reserved),These threshold
values will be decided by the cloud federation depending
on the environmental conditions like current workload, idle
capacity of each cloud provider, etc. Aikema et al. [14]]
presented a power friendly algorithm is proposed. This paper
compared live and non live VM migration in terms of power
consumption.

Mills et al. [15] developed an objective method to facil-
itate the comparison of different virtual machine placement
algorithms in the cloud. Xu et al. [[16] proposed stable match-
ing framework to decouple policies from mechanisms when
mapping virtual machines to physical servers are presented
and a general resource management architecture called Anchor
is proposed. The resource allocation problem to be a convex
optimization problem and a self-organizing cloud architecture
is discussed. Speitkamp et al. [[17] studied the static consol-
idation problem with a mathematical programming approach.
They modelled the consolidation as a modified bin-packing
problem. These works focus on the initial VM deployment or
static consolidation problem based on resource utilization and
do not consider VM migration overhead.

A. Ant System

Ant System is the original Ant Colony Optimization (ACO)
algorithm presented by Dorigo et al. [[18]. Its main feature is
that, the pheromone amount and values are updated at each
iteration by all the m ants which have developed a solution
with the iteration itself. Pheromone 7; ;, related with the edges
connecting cities ¢ and j, are updated as follows:

Tij (l—p).Ti}j-i-ZATfj (1)
k=1

where m is the number of ants, p is the pheromone evaporation
rate and ATZ»ITJ» is the amount of pheromone set on edge (4, j)
by ant k:

Q/K
ATi]fj{ [H

0 otherwise,

if ant k used edge (,7) in its tour,

2

where () is a constant and Lj is the edge length of tour
developed by ant k.

In the development of a solution, ants choose the following
city which is to be visited by a stochastic method. When ant
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k is in city ¢ and has constructed a partial solution sP, the
probability of visiting to city j is given by:

o B
Ti,g Mg

- if ¢; ; € N(s7),
P?,j _ ZCNGN(SP) Tit i 3)
0 otherwise,

where N(sP) is a set of feasible components, which is, the
edges (i,1) where [ is a city has not visited yet by the ant k.
The « and f3 are control parameters, the relative significance of
pheromone versus heuristic information 7; ;, which is usually
given by:

1
dqu ’

where d; ; is the distance between city ¢ and city j.

i, = €]

III. PROPOSED APPROACH

VM Migration is considered as A"P—Hard problem and this
problem can be solved in less time using some meta-heuristic
algorithm. With the help of nature inspired Ant Colony Opti-
mization (ACO) algorithm, the VM migration techniques can
be simulated similarly. We consider each physical machine as
represented by a node in graph and each edge defines similarity
to VM migration from one physical machine (PM) to another.
The generated graph is directed and also completely connected
which have positive edge weights.

A. MAX — MIN Ant System (MMAS)

This method [19] is modification of the original ant colony
system. Its feature elements are the only updates of the best ant
pheromone trails which is bounded value of the pheromone.
The pheromone update is defined as follows:

Tij &= [(Z - p)-Ti,j + AT}’ESt] Tmiax )

Tmin
where Tmax and 7y, are the upper and lower bounds respec-
tively on the pheromone, the operator [z]{ is estimated as:

a if x> a,
[m]z =<¢b ifx<bd, (6)
x otherwise;

and A7) is:

ATbe§l _ ]-/Lbest
“J 0 otherwise,

if (¢,7) belongs to the best tour, ™

where Ly is the tour length by the best ant.

B. Dynamic Load Balancing

Dynamic Load Balancing
{
1. Set upper threshold (UT) to 75% and lower threshold (LT)
to 25% as per standard.
2. Take lower window (LW) =
(UW) = 90.
3. Take delta = 2

70 and upper window
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4. Calculate average load (AvgLoad) of cloud data center
if AvgLoad > UT
{
if AvgLoad + delta < UW
UT = AvgLoad + delta;
}

else if (AvgLoad < UT)

{
if (AvgLoad + delta > LW')
UT = AvgLoad + delta

}

}

In ACO, ants concurrently develop the solution for Cloud
VM. Initially ants are usually put on randomly selected nodes
which represent PM. At each iteration construction step, ant k
applies probabilistic action choice rule, which is called random
proportional rule, to decide to which PM given VM should be
migrated. P;; is the probability of migrating VM to j which
is currently at ¢ is:

(23] [165)”
Yient [ris)” i)
Where 7;; = 1/d,; is a heuristic. « and 3 are two parameters
which determine the relative influence of the pheromone trail
and the heuristic information, and where Nzk is the nodes
which are available. The represents the procedure of
our proposed method. All implementations is effectively sim-
ulated using a tool called CloudSim within Eclipse IDE. The

Pl = if j € NF (8)
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Fig. 2. Result

Table I represents the number of VM Migrations by existing
and proposed method considering various values, the
represents the energy consumption by existing and proposed
method considering various values and [Figure 2] illustrates the
the graph as a result which compares the proposed method
(MAX — MIN ACO) with static and dynamic methods
which represents that the proposed method performs better
as compared to existing methods.

IV. RESULT

In this research a cloud is simulated using Cloudsim having
fixed number of physical machines and virtual machines.
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Configuration of physical and virtual machi.nes is measured
in terms of MIPS (million instructions per second). VM
Migrations, VM consolidation and energy consumption are
recorded.

Physical machines are created based on the following MIPS
list as shown below:

{750, 1000, 1500, 2000}

Virtual machines are created based on the following MIPS list
as shown below:

{250,500, 750, 1000}

No. of VM Migrations are compared for traditional VM Mi-
gration approach (TVMM), ACO based approach (ACOVMM)
and Max-Min based approach (MMVMM). The above ta-

TABLE I
NUMBER OF VM MIGRATIONS FOR DIFFERENT APPROACHES

No. of VM Migrations
No. of PM | No. of VM | S-VMM | D-VMM | MAX-MIN
ACO-VMM
10 15 10 5 2
15 20 9 6 3
20 25 11 8 4
25 30 15 9 5
30 35 11 7 5
35 40 13 8 6
45 50 18 13 8

ble clearly shows that number of VM migrations increase
with the increase in number of VM. In traditional VM
migration (TVMM) number of VM migration is more as
compared to base approach ACO based VM migration. And
proposed VM migration approach Max-Min based VM migra-
tion (MMVMM) offers least number of VM migrations. VM
consolidation means number of PMs having less utilization
switched to sleep mode by migrating all its VMs to other
VMs having normal utilization. Number of VM consolidated
should be more. And in proposed approach number of VM
consolidated are more.

www.ijrt.org

International Journal of Research & Technology_February_ Volume 07 issue 01

TABLE II
NUMBER OF VM CONSOLIDATIONS FOR DIFFERENT APPROACHES

No. of VM Consolidations
No. of PMs | No. of VMs | TVMM | ACOVMM | MAX-MZIN
ACO-VMM
10 15 2 5 7
15 20 3 3 6
20 25 5 10
25 30 8 14
30 35 11 18
TABLE III

ENERGY CONSUMPTION FOR DIFFERENT APPROACHES

Energy Consumption in KWh
No. of PM | No. of VM [ S-VMM [ D-VMM | MAX-MIN
ACO-VMM
10 15 4.14 3.30 1.14
5 20 6.44 760 143
20 25 8.18 5.94 2.02
25 30 9.04 7.05 221
30 35 1091 7.88 2.57
35 40 12.81 8.93 3.22
45 50 14.91 11.74 3.46

Energy consumption should be as minimum as possible.
And in proposed approach energy consumption is also mini-
mum. shows number of VM migrations in traditional
approach, ACO based VM migration approach and Max-Min
based approach which clearly shows Max-Min based approach
gives the best results.

Similarly in number of VM consolidations are
compared for the three approaches and it is clear that VM con-
solidations in Max-Min are greater than other two. In[Table III|
energy consumption is compared for all three approaches.
Max-Min gives comparable results as ACO.

V. CONCLUSION AND FUTURE WORK

In this dissertation report, an MAX — MZIN Ant Colony
Optimization (ACO) approach is proposed for VM migration
in the cloud system. As described in this paper, VM Migration
is considered as NP-Hard problem and this problem is gener-
ally solved in less time using some meta-heuristic algorithm
as Ant Colony Optimization (ACO). All such implementations
is effectively simulated using a tool called CloudSim within
Eclipse IDE. In this dissertation report, MAX — MZN ant
system is applied and performance of all these variants is
compared with each other in terms of No. of VM Migrations,
Energy consumption and VM consolidation. It is concluded
that MAX — MZIN ant system approach gives best results
as compared to static and dynamic methods. The following
works may be extended in future:

o The development of a new service which is “security as a
service” to adapt to threat scenarios in both public cloud
computing and virtualization.
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There is a need to design a tool that control and under-
stand privacy leaks, perform authentication and guarantee
availability in the face of cloud denial-of-service attacks.
In future, other nature inspired optimization methods
and soft computing methods can be applied in cloud
computing system
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