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Abstract: - The financial sector is a very complex, 

dynamic, and non-linear efficient structure, making 

the forecasting of stock market progress a demanding 

task. In the last ten years, numerous surveys have 

been conducted on mining financial time series data 

using data mining techniques and traditional 

statistical methods. By identifying technical 

indications from prior prices and volumes and 

feeding them into a prediction model, technical 

analysis can obtain pertinent information about 

stocks. Finding highly informative financial 

indicators requires in-depth understanding of the 

subject, which isn't always available. A learning 

model's effectiveness is also significantly impacted by 

the data representation technique. This research 

seeks to design a reliable and effective data 

normalization approach and feature extraction 

method while taking into account the aforementioned 

challenges. The stock data is initially acquired, and it 

is then transformed into a synthetic format for 

additional processing. To create the preprocessed 

dataset, preprocessing is conducted to the synthesized 

stock data. Following the use of the feature selection 

approach to choose the crucial characteristics, 

classification is performed using a gradient boosting 

neural network technique, and the model's 

performance is assessed in terms of loss maximization 

absolute error (MAE) and root mean square error 

(RMSE). 
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I. INTRODUCTION 

Trading profitably in stocks consistently is a challenging 

task. It has been the belief that becoming a successful 

trader requires expertise gained from years of experience 

and a capability to spot the underlying trends from stock 

price movements. This makes it exceedingly difficult for 

a layman to trade profitably in stocks as he/she neither 

has the skills nor the experience. Recommender systems 

that can assume the role of the „expert‟ and recommend 

when to buy/sell stocks can potentially help a layman 

generate returns through stock trading which are higher 

than that obtained through other forms of investments 

such as fixed deposits, bonds etc. The incorporation of 

expert knowledge into the stock trading recommender 

systems is one of the major issues that need to be 

addressed while designing such systems. An attempt has 

been made in this study to explore novel approaches to 

integrating expert knowledge into a stock trading 

recommender system and address some of the issues 

involved in designing such systems [1, 2]. 

From the survey of literature on the subject over the past 

century starting with, considering over a hundred 

different articles, it is observed that stock trading 

recommender systems can be broadly classified into 

three categories. First category of recommender systems 

rely on fundamental analysis, ie. on utilization of 

macroeconomic data such as the money supply and 

industrial production etc. and stock specific data such as 

the P/E ratio, P/D ratio, dividend yields etc. in order to 

identify undervalued and overvalued stocks. Indicators 

from National Bureau of Economic Research (NBER) 

were also employed for the purpose by earlier systems, as 

seen [3, 4].  

However, the efficacy of such systems is significantly 

dependent on the knowledge of the system designer. It is 

also observed that these techniques are suitable for 

trading in stocks over a long time horizon of several 

months or years and hence might not be suitable for 

investors interested in short-term profits. The second 

category of stock recommender systems employs 

technical analysis to identify underlying trends in 

financial data and/or forecast the future values [5].  

These identified trends and the forecasts obtained are 

then used to formulate stock trading rules. The advantage 

such systems offer is that trades can be carried out over a 

much shorter span, of the order of a week or even on a 

daily basis. However, large numbers of technical 

indicators exist. Selecting the optimal set of technical 

indicators and identification of the optimal technical 

indicator parameters under the given market conditions is 

a challenging task [6].  

Typically, traders relying on technical analysis for 

trading tend to select from their experience, a 

combination of technical indicators under the given 

market conditions using which they obtain the trading 

rules. The parameter selection of each technical indicator 

has also been traditionally, subjective in nature. Third 

category of recommender systems is more recent in its 

origin and employs soft computing techniques to „learn‟ 

patterns from the historical stock price data and use this 

„knowledge‟ to forecast future prices or offer trading 

recommendations. It is observed from the literature 

survey that soft computing based techniques tend to 

outperform the traditional techniques [7, 8].  
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II. STOCK MARKET PREDICTION 

Stock market prediction is a significant task for the 

financial decision-making process and investment. Even 

though stock price prediction is a key problem in the 

financial world, it contributes to the growth of efficient 

methods for stock exchange transactions. Generally, 

stock markets are in the form of non-stationary, non-

linear and uncertain even so financial experts recognized 

it is complex to produce precise predictions. Stock 

market prediction is a challenging job due to its high 

dynamic and unstable. Stock market prediction plans to 

compute the future value of a company stock trade on 

exchange as well as consistent prediction of future stock 

prices obtains high profits to investors. Various 

researches applied numerical data and news for the 

prediction of the stock market. Commonly, based on the 

number of information sources, the stock market 

prediction technique is experimented on selecting the 

numerical data by analysing the news data [9, 10].  

In basic, forecasting behaviours are separated into three 

levels, such as short, medium and long. Furthermore, 

stock market movements are influenced by various 

macroeconomical aspects, like bank exchange rate, 

commodity price index, investors’ expectations, bank 

rate, general economic conditions, investor’s psychology, 

firms’ policies, institutional investors’ choices, political 

events and so on [11]. Additionally, stock value indices 

are computed using higher market capitalization stocks, 

whereas several technical parameters are also employed 

to obtain statistical information about stock price values 

[12]. In the stock market, there are two assumptions for 

predicting stock price value. The first one is EMH stating 

at any time, stock price completely confines all identified 

information about stock where all identified 

information’s are utilized through market participants 

and also random price variations obtains new random 

information’s.  

Therefore, stock prices execute a random walk, that is 

every future price does not follow any patterns or trends. 

This assumption deduces fluctuations, so incomplete or 

delayed information controls the stock market prices. In 

addition, an exterior incident influences successive stock 

market prices, although the precise prediction of a stock 

price is complex. From the prediction perception, it can 

be categorized into two types, namely stock price trend 

and stock price forecast. The stock price trend is also 

named as classification, and stock price forecast is also 

termed as regression [14]. Basically, the time duration for 

stock price trend prediction is highly related with 

previously selected features [13].  

The prediction of stock market future price is very 

significant for investors, because of the identification of 

suitable movement of stock price decreases the risk of 

future trend calculation. The industry, economy and other 

correlated features are considered to compute the 

intrinsic value of a company, which helps to forecast 

stock prices from fundamental analysis method. Stock 

market decision-making technique is a very complex and 

significant job because of unstable and complex nature of 

the stock market. It is necessary to discover a huge 

quantity of valuable information created through the 

stock market. In addition, every investor has an imminent 

requirement for identifying future behaviours of stock 

prices [15].  

Although, it helps the investors to achieve the best profit 

by identifying the best moment to sell or buy stocks. 

Normally, trading in stock market can be performed 

electronically or physically. The investor becomes the 

owner or partnership of a particular company, while an 

investor obtains a particular company share. 

Furthermore, financial data of the stock market is very 

complex in nature, so for predicting stock market 

behaviour is also complex. The stock market prediction 

helps the investors to take investment decisions by 

offering strong insights regarding stock market behaviour 

for reducing investment risks [16, 17]. 
 

III. PROPOSED METHODOLOGY 

Supervised machine learning classifiers can be 

categorized into multiple types. These types include 

naïve Bayes, linear discriminant analysis (LDA) and 

quadratic discriminant analysis (QDA), generalized 

linear models, stochastic gradient descent, support vector 

machine (SVM), linear support vector classifier (Linear 

SVC) decision trees, neural network models, nearest 

neighbours and ensemble methods. The ensemble 

methods combine weak learners to create strong 

learners. The objective of these predictive models is to 

improve the overall accuracy rate. This can be achieved 

using two strategies. One of the strategies is the use of 

feature engineering, and the other strategy is the use of 

boosting algorithms. Boosting algorithms concentrate on 

those training observations which end up having 

misclassifications. There are five vastly used boosting 

methods, which include AdaBoost, CatBoost, 

LightGBM, XGBoost and gradient boosting.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
Fig. 1: Flow chart of Proposed Algorithm 
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Dataset was divided into two datasets (70%/30%, 

training/testing) to avoid any bias in training and testing. 

Of the data, 70% was used to train the ML model, and 

the remaining 30% was used for testing the performance 

of the proposed activity classification system. The 

expressions to calculate precision and recall are provided 

in Equations (2) and (3). 

Precision provides a measure of how accurate your 

model is in predicting the actual positives out of the total 

positives predicted by your system. Recall provides the 

number of actual positives captured by our model by 

classifying these as true positive. F-measure can provide 

a balance between precision and recall, and it is 

preferred over accuracy where data is unbalanced.  

 
Algorithm steps: 

Input: D= {(𝒙𝟏,), (𝒙𝟐,) ,…, (𝒙𝑵,𝒚𝑵)}, 𝑳(𝒚,𝑶(𝒙)) 

Where:  (𝒚,(𝒙) ) is the approximate loss function. 

Begin 

Initialize:  (𝒙) = 
𝒂𝒓𝒈𝒎𝒊𝒏

𝒘
∑ 𝑳(𝒚𝒊, 𝒘)𝒏

𝒊=𝟏  

𝒇𝒐𝒓 𝒎=𝟏:𝑴 

𝒓𝒊𝒎 =  −
𝝏𝑳(𝒚𝒊, 𝑶(𝒙𝒊))

𝝏𝑶(𝒙𝒊)
 

Train weak learner 𝑪𝒎(𝒙) on training data 

Calculate 𝒘: 𝒘𝒎 = 𝐚𝐫𝐠 𝐦𝐢𝐧 ∑ 𝑳(𝒚𝒊, 𝑶𝒎−𝟏(𝒙𝒊) +𝑵
𝒊=𝟏

𝒘𝑪𝒎(𝒙𝒊)) 

Update : 𝑶𝒎(𝒙) =  𝑶𝒎−𝟏(𝒙) + 𝒘𝑪𝒎(𝒙) 

End for 

End 

Output: 𝑶𝒎(𝒙) 

 

IV. SIMULATION RESULTS 

1. Import important libraries  

2. Download and  access historical dataset  

https://finance.yahoo.com/quote/USO/history/ 

3. Show data in pandas data frame 

 

 

 

Fig. 2: Closing Price of Perform Exploratory Data Analysis 

 
Fig. 3: Volume of Perform Exploratory Data Analysis 

 

 

Fig. 4: USO Closing Price of Perform Exploratory Data 

Analysis 

 

 
Fig. 5: USO Daily Return of Perform Exploratory Data 

Analysis 

 

 

Fig. 6: USO Daily Closing of Perform Exploratory Data 

Analysis 

 

https://finance.yahoo.com/quote/USO/history/


ISSN: 2321–7529 (Online) || ISSN: 2321–7510 (Print)           International Journal of Research and Technology Volume 10, Issue 4, December_2022 

www.ijrt.org                                                                                                                                                                                 4 

 
Fig. 7: Observation of Perform Exploratory Data Analysis 

 

 
Fig. 8: Trend of Perform Exploratory Data Analysis 

 

 
Fig. 9: Density of Perform Exploratory Data Analysis 

 

 
Fig. 10: Mean Deviation of Perform Exploratory Data Analysis 

V. CONCLUSION 

Since the financial sector is very complex, dynamic, and 

non-linear; anticipating stock market progress is viewed 

as a difficult task. Over the past decade, multi-fold 

surveys have been executed on mining of financial time 

series details, along with data mining procedures and 

conventional statistical methodologies. Relevant 

information about stocks is retrieved in technical 

analysis by determining technical indicators from 

previous prices as well as volumes, and fed into a 

prediction model. Identifying high-information-value 

financial indicators necessitates in-depth knowledge of 

the topic, which is not always open. Furthermore, the 

data representation method has a significant influence on 

the efficiency of a learning model. Thus, the number and 

type of input features affect the stock prediction. 
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