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Abstract—Image orientation task is easy if seen from the 

human perception but when it comes to machines it becomes 
a challenging task to correctly predict the correct orientation 
of the image .Prior works on this topic dealt with handcrafted 
techniques for image orientation correction but with the advent 
of new deep learning techniques the task of orientation correction 
is fast gaining pace with possessing capabilities to not only make 
the process fast but also to automate it. This paper focuses on 
bringing up a review of major advancement in the techniques that 
have taken over time. This paper will be helpful and insightful 
for researchers, especially for beginners who want to understand 
the basics and have the overview of the techniques of image 
orientation correction at a single place. 

Index Terms—Review; Image orientation; Deep learning; con- 
volution neural networks. 

I. INTRODUCTION 

When it comes to the human eye and it’s capabilities of 

instantly detecting and analysing the orientation of image it 

takes a fraction of second, which is still a long way to go for 

the computer vison applications but is greatly supported by 

the ever emerging deep learning techniques which have been 

adding optimal speed and accuracy in correcting orientation 

of images. The following section will talk about the methods 

adopted in past for the image orientation correction techniques 

II. METHODS AND TECHNIQUES 

A. Image pre-processing and thresholding technique 

One of the previous works on image orientation correction 

done around 1992 that dealt with orientation improvement in 

chest images [18] talks about orientation correction in two 

phases, the first phase involved reformatting images into the 

standard pixels of size 1K x 1K or 2K x 2K and the second 

phase involved correcting the orientation of the image to one 

of the standard positions. Once the unexposed background was 

removed as a part of first phase the algorithm for orientation 

correction was applied, the images were either correctly ori- 

ented or had 90 degree or 180 degree clockwise and counter 

clockwise rotations or were either flipped about the y axis 

giving us a total of eight possible orientations, then a three 

step analysis was performed in which the first step involved 

locating the spine region in image, in the second step on a 

 
thresholded image upper extremities or neck region is searched 

for then orientation along perpendicular direction of the spine 

is found out and after few more analysis in the final steps 

decision is made if the orientation is correct or it needs a flip 

around y axis or not then after combining all these results the 

orientation angle is found. 

In short to sum up the author in this talked about an 

algorithm that would predict the orientation of the image from 

one of the standard positions and after following the two phase 

process one of the eight angles is chosen to rotate the image. 

This process helped the radiologist to save a lot of time in 

manually rotating the images. 

B. Based on low level visual content 

In the research carried out in paper[22] the author focuses 

on laying importance to low level features [9, 17] rather than 

on semantics of object and since to efficiently classify the 

image orientation collection of various visual features would 

perform better so the author took structural features to capture 

shape and texture related features and chrominance feature to 

extract color related features. 

The use of combination of both the features help achieve 

5% better results as compared to use of any one of the features. 

In order to determine regional features the author divided the 

image into N X N sub blocks and then features were extracted 

from these sub blocks, the value of N was decided empirically 

by the author to overcome curse of dimensionality [7] . 

The chrominance feature were taken only for the peripheral 

blocks as orientation of the image was better predicted from 

the periphery rather than from centre portion and for the 

luminance feature help of EDH (edge direction histogram) 

were taken and the use of canny edge detector [2] is employed 

for detecting edges in the image. Both the above stated features 

were normalized and were fed to the rigorous classification 

system framework proposed by the author which used mostly 

the support vector machine classifiers (SVM) [21] The above 

framework then corrected the orientation of image with better 

accuracies then the previous known models. 

C. Based on Borda Count 

The orientation correction technique discussed in [15] talks 

about the use of two new set of features in addition to the 



already existing ones which as discussed in [22], the two new 

low level features that were introduced by the author were 

(HCH) Harris corner histogram and (PHS) phase symmetry 

were in HCH the corner features were taken help to capture 

information present in blocks by counting the number of 

corner points in every block and for their detection help of 

Harris corner detector [10] was taken. 

PHS was a method employed to extract illumination and 

contrast invariant features from the image and then the number 

of symmetric pixels were counted in each block since the level 

of symmetricity or asymmetricity could be extracted from the 

invariant features. Now after extraction of features is done 

it was fed to a multiclassifier system in which various rules 

could be adopted for final decision from the ensemble of all 

those classifiers most common among them being voting rule, 

mean rule, maximum rule, Borda Count [11], minimum rule, 

of which the best classification accuracy was achieved through 

the use of Borda Count which is basically a voting technique 

in which a collection of individual ranking to a combined 

ranking giving rise to the most relevant decision, the class who 

is ranked first gets the most points ,the class who is ranked 

second gets fewer points and so on . 

The class with the most points overall wins the election. 

The author further talks about adopting a rejection rule [22] 

for images which have a confidence score below a certain 

threshold .The following table shows the best accuracy ob- 

tained by Borda Count when adopted as a combination rule 

while classification. 

 
TABLE I 

ACCURACY OBTAINED CORRESPONDING TO DIFFERENT  COMBINATION 

RULES [9]. 

 
Combining rule Accuracy 

Min rule 0.542 

Max rule 0.512 

Mean rule 0.608 

Vote rule 0.598 

Borda Count 0.62 

DCS 0.541 

 

 
D. Image Pre Filtering Techniques 

The study conducted in [20] on users stated that they feel 

more stressed on false positive then on false negatives in 

automatic image orientation correction. Thus the author tries 

to remove images which could be a potential contributor to the 

false positives and thus reducing the stress levels of the users. 

The conventional methods used a 3 class SVM classifier after 

the extraction of low level features[16] by using a confidence 

measure for each orientation and summing three against one 

classifier scores ,the one with the highest confidence is selected 

if the measure is high enough else rejected 

 

 
 
 

Fig. 1. Common architecture employed for low level feature. 

 

 
Now the rejection scheme often used to fail according to 

the author when images were similar to the training data 

with unsymmetrical composition which made the confidence 

score high enough to be accepted and surpass the threshold 

values such images were kept in the category of irrelevant 

by the author. To overcome this dilemma author proposed a 

pre filtering technique to filter out irrelevant images and to 

improve user stress levels. 

 
 

 
Fig. 2. Use of pre filtering technique for orientation correction [20] 

 
The introduction of a 2 class SVM classifier into the con- 

ventional architecture was trained by a bunch of handpicked 

relevant as well as irrelevant images then by the positive and 

negative judgement of the classifier it was judged weather 



the image was relevant for orientation detection or not only 

the relevant images were fed to the 3 class classifier and not 

relevant images were unchanged in the process. With the use 

of this method author was able to reduce the stress levels of 

the users to a satisfactory levels. 

E. Using PCA 

PCA stands for principal component analysis which is also 

one of the feature extraction techniques that can be utilised 

for image orientation task, the role of PCA is to reduce 

the dimensionality of the dataset [19] along with generating 

eigenvectors that points to the direction were the dataset varies 

the most, every eigenvector produced has a unique value 

associated with it which is the eigenvalue with the help of 

which direction of rotation of the new axis can be determined. 

Now for the task of image orientation using PCA the process 

followed by the author [4] talks about pre-processing of the 

image that will involve resizing of image to certain pixel 

format so that uniformity is maintained then after followed by 

converting the image to grayscale values after which image is 

smoothen and noise is removed using Gaussian method and 

kernel filters followed by binary thresholding of the grayscale 

image [5].With the help of the canny operator [6] edges are 

detected then in the final step contours are extracted from 

these edges for which individual eigenvectors are calculated 

and further the task of orientation correction is achieved 

F. Using Convolutional Neural Networks 

A neural network is a collection off interconnected stacks 

of neuron, just like the biological neuron the artificial neuron 

is capable of performing calculations. This network is capable 

of learning patterns by adjusting the weights as the training 

process is carried forward. 

 

 

 

Fig. 3. Basic architecture of neural networks 

 

CNN acts as a special kind of offset of the neural networks 

that holds the power to process image in an efficient manner, 

they use convolution operations to extract the features of the 

image which intern make use of kernel to achieve the task. 

Kernels are N X N matrix that are run over the image in a 

sequence to generate a feature map . 

CNN also imbibes a pooling operation which helps it to 

reduce the dimensions of the input feature map and also helps 

in reducing the amount of computation time and parameters 

to be tracked. A simplified architecture of CNN is shown in 

figure 4 for overview of the process that a CNN follows. 

 

 

 

 

 
Fig. 4. Simplified view of CNN 

 

Many of the orientation task in past have dealt with docu- 

ment analysis [1, 3, 14] which took into account text layout in 

lines and shape of letters, in general cases this task becomes 

cumbersome when image boundaries and other dominant 

features such as horizontal or vertical lines are missing, to 

address this issue author [8] proposes a method involving the 

use of convolutional neural networks, for example in the figure 

5 other conventional methods would fail to correctly orient the 

image where the model given by the author performed better. 

 
 

 
Fig. 5. orientation correction using CNN for the case when horizontal and 
vertical lines are missing or are misleading [8] 

 

To address this issue author divided the task into three 

difficulty levels, first one being easy and dealing with images 

that had at most +30o rotation and the other task being tough 

and dealing with images having rotations +45o and +360o and 

called the networks trained on these task as Net-30,Net-45 and 

Net-360 respectively. For all the task AlexNet architecture [13] 

was implemented in Caffe and pretrained on ImageNet. This 

model had 5 convolutional layers 3 fully connected layers and 

relu activation function after each fully connected layer. 

The author took Microsoft COCO training dataset and 

applied rotations to it while eliminating images with undefined 

orientation from the training set, also manual verification of 

the test data set was done to check if the images in test dataset 

had correct orientation. The author then compares the proposed 

method with the other state of the art methods and finds that 

the proposed method outperforms the other methods the results 

of which can be seen in figure 6. 



 

 
 

Fig. 6. Average absolute errors of the estimated angles [8] 

 

 
Some other recent technical works (HP,Technical Disclosure 

Commons,2022) also talks about use of convolution neural 

networks to achieve image orientation correction ,the author 

proposes a method to automatically detect the rotated angle 

and then reverse the image in opposite direction with the 

same rotation angle value to correct its orientation mostly 

for document images. The task was achieved by training the 

classifier that classifies input images to their respective degree 

of rotation. Training samples were the images that were given 

random rotations. Then using CNN predictions were made for 

the orientation of an image. 

 

 
Fig. 7. orientation correction using CNN (HP,Technical Disclosure Com- 
mons,2022) 

 

 
CONCLUSION 

On studying various developments in the domain of image 

orientation correction we analysed that most of the early 

works done on image orientation correction mainly focused 

on extracting low level features, then as the researched pro- 

gressed more many works started using ensemble methods 

or multiclassifiers along with the low level feature extraction 

which helped the model in achieving better accuracy in terms 

of orientation correction as the study further progressed and 

with the advancement in the field of deep learning several 

techniques evolved of which CNN turned out to be the best 

for the orientation task as it offered many advantages such as 

making the process automatic also allows us the freedom to 

generate huge number of training samples so that the network 

is able to learn subtle contextual features that allow it to 

estimate the correct orientation. It also provides us the facility 

to run the network on real time video stream and correct the 

orientation instantly. 

It has been found that the machine learning models are 

better suited for solving the object-orientation problem in 

comparison to Principal Component Analysis, hence most 

of the latest work on orientation correction is being carried 

out via the use of deep learning framework that is CNN. 

CNN internally used object detection technique for the image 

orientation detection [12] which was found out by using 

guided backpropagation technique in one of the works [12]. 

It was also found out that using transfer learning was useful 

for image orientation detection. So it can be concluded that 

the task of orientation detection possess several scope of 

improvement while imbibing deep learning techniques and 

further research on the domain would help it to achieve better 

accuracies and faster processing time for the orientation task. 
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