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Abstract— With the advances in technology the hunger for the 

smart systems is seeing a tremendous rise in the last five years. 

Face detection and recognition is one of the method of adding to 

the range of such smart systems. Face recognition is the integral 

part of various surveillance systems in our modern world. 

Different techniques have been introduced and various theories 

have been proposed for the same. There are various techniques of 

face recognition in images but few are introduced in the field of 

face recognition through videos. In this paper we propose a 

system which focuses on recognition of faces in videos. This 

system includes following main steps input video, face detection, 

and face recognition and labelling. We will be using AdaBoost 

along with haarcascade for fast face detection. We have used 

OpenCV library which has a collection of various Image 

Processing functions. The system thus proposed reduces the cost 

and time of developing a face recognition unit. The proposed 

system can be used in various applications ranging from 

entertainment to security. 
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I. INTRODUCTION 

     Face detection has been widely used in many industrial 

areas such as digital camera, visual surveillance system etc. 

The role of frontal face is very important, because it provides 

vital information about the persons identity. For such purposes, 

we can use existing face detector as a frontal face detector. The 

aim of this paper is on annotating characters in videos which is 

character identification in videos. The objective is to identify 

the faces of the characters in the videos and label them with the 

corresponding names. 

     Our main focus is on face recognition and tagging a face 

with a name. Here a video will be played and a face detection 

algorithm will be used to detect faces from the video. When a 

face is detected a facial pattern will be created by extracting 

features and then stored in database for further use. Then a face 

recognition process starts, if a face has been detected for the 

first time then the system allows user to manually tag the user 

with a name. And if a match is found for the detected face then 

the system automatically tags the face with the name from the 

database. 

Character identification is an extremely challenging 

task  in computer vision. The reason is four-fold:  

      1) Face identification in videos poses more challenges that 

are, Low resolution, large motion, complex background and 

other conditions make the results of face detection and 

recognition unreliable[1]. 

      2) The same character may be seen with different 

expressions throughout the video. There can be huge pose, 

wearing, clothing, expression and illumination variation, even 

makeup and hairstyle changes[2][3]. Moreover, there may be 

variations in character’s age stage, e.g., from youth to the old 

age. 

      3) The number of faces in video that can be determined is 

of little importance. But it is quite challenging to detect each 

face in the video. More the number of faces more is the time 

required to detect each one. So there is a need for proper 

algorithm. 

     4) Also the angle of faces in the videos makes a lot of 

difference. The side faces can induce errors in the detection 

process. This can hamper the efficiency of the paper to a 

greater extent. As much needed faces can get skipped due to 

improper angle. So the proper frontal face must be detected. 

II. SYSTEM LAYOUT 

     The system includes face detection, face recognition and 

name tagging as the main components.  

 

Fig. 1  Framework for face recognition system 

 
     Overall system is designed to give better performance. The 

main components of this system are face detection and face 

recognition process which will include the face name tagging 

as well. 

     The face detector[4], where the input image will have the 

face identified and will then be cropped so as to include only 

that face and as little of the background as possible. This 

cropped image from the face detector will be passed to the 

recogniser where it will either be added to the image database 

used to train the recogniser or used to test the recogniser based 

on the images already added. The recogniser will have a 

threshold applied to it so as to allow for the rejection of an 

image whose closest match in the system does not meet the 

threshold. Once an image is recognised it is added to the 

database, it is tagged with the respective name and displayed to 

the user. 
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III. FACE DETECTION 

A. AdaBoost Algorithm with haar cascade classifier 

     Here we are using the AdaBoost algorithm and cascade 

technique as a basis for our face detection [4]. We will be using 

AdaBoost along with haarcascade for fast face detection. It 

uses haar basis functions and operates on the gray level images. 

We consider haar-like features i.e. the black region and the 

white region is separated using rectangles and in each rectangle 

area is calculated by multiplying the weights of those regions 

and again summing values we get haar feature value that will 

be computed for face detection. Here the decision depends on 

the parity of a threshold difference of the sums computed over 

the rectangular regions. AdaBoost helps in classification of 

frontal and non-frontal faces. 

           
            (a) Input                        (b) Output 

 

 

(c) Cropped Image 

 

Fig. 2 Face detection process 

     Mainly the AdaBoost trains the classifier using 

a set of examples from the training data set. There 

are classifiers which hold features that can act as 

threshold. Instead of using a single classifier with 

many features in it for computing, we build a 

cascade of classifiers and apply them in stages. Face 

detection is done by moving the cascade detector 

across the image. An image is either classified as a 

non-face or a decision is deferred and the image is 

passed to the second classifier. If the image passes 

for all the classifiers then it is considered as a 

detected image. This happens as a continuous 

process for various image. In this way, by using the 

classifiers frontal faces are classified and saved in 

the database. In this way face detection process is 

completed. 

IV. FACE RECOGNITION  

 

     The main objective of the recogniser object is to compare an 

input image against those in the database to determine 

 which it is most similar to one in database. We will be using 

emguCV library for face recognition. Once the input images 

have been segmented, they are passed to the constructor of the 

Eigen Recogniser object. Along with this array of segmented 

images, an array of strings is also passed to the array which 

contains the true names of each respective image. Once these 

arrays have been stored within the object, the learn () function 

is called. This array of images and strings serves as the training 

data for the recognizer. 

     The basis of the face recognition component is the Eigen 

faces technique[7]. This technique makes use of Principle 

Component Analysis to extract the features of the face that are 

deemed most important. We use the Eigen Object recogniser 

class from the library for recognizing the faces.  

     Here the cropped images are passed to the recogniser where 

the training process takes place. This process involves the 

creation of a subsequent projection of each training image onto 

the database. The values obtained for this are then stored 

within the newly trained recogniser. 

     The recognition process therefore involves the projection of 

the test image onto the database and then the identification of 

the nearest neighbour. Depending on the distance to this 

neighbour, a positive recognition is either returned or not. 

      After the face is recognised, that image will get tagged with 

its respective name from the database. If any face is detected 

for the first time i.e.it is not present in the database then manual 

tagging is allowed. That face will get tagged and that name 

along with the face will get stored in the database. 

     Face recognition uses Eigen Faces process which using a 

computing process for Eigen Faces is explained below 

B. Computing The Eigen Faces 

Before generating eigenfaces, the normalization of faceimages 

is done to line up the eyes and mouths, then we resample them 

at the same pixel resolution. Then the eigen faces are extracted 

out of the data of images by means of principal component 

analysis (PCA) in the following manner: 

Given M face images with the size of h×w, each image is 

transformed into a vector of size D (=hw) and placed into the 

set 

{Γ1, Γ2, ⋯, ΓM}. 

The facial images are appropriately scaled and aligned, and the 

background (also possibly non-face areas such as neck  and 

hair) should be removed or constant. 

Every face differs from the average by the vector Φi=Γi−Ψ , 

where the average face is defined by Ψ=1M∑Mi=1Γi . 

The covariance matrix C∈RD×D is defined as 

C=1M∑i=1MΦiΦ⊤i=AA⊤, 

Where A= {Φ1, Φ2, ⋯, ΦM} ∈RD×M. 

Determining the eigenvectors of C is an intractable task for 

typical image sizes when D≫M. However, to efficiently 

compute the eigenvectors of C, one may first compute the 

eigenvectors of the much-smaller M×M matrix A⊤A. The 

eigenvector and eigenvalue matrices of A⊤A are defined as 

V= {v1, v2, ⋯vr} 
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And Λ=diag {λ1, λ2, ⋯λr}, λ1≥λ2≥⋯λr>0, where r is the rank 

of A. Note that eigenvectors corresponding to eigenvalues of 

zero have been discarded. 

The eigenvalue and eigenvector matrices of C are Λ and 

U=AVΛ−1/2, where U= {ui} is the collection of eigenfaces. 

 

V. CONCLUSIONS 

In our paper we have proposed a face recognition 

system which can detect and recognize characters in 

the videos. We will be using AdaBoost along with 

haarcascade for fast face detection. We have used 

OpenCV library which has a collection of various 

Image Processing functions. The system thus 

proposed reduces the cost and time of developing a 

face recognition unit. In future, it has a great scope 

in various face recognition systems like safe home 

systems, news broadcasts, smart systems, etc.   
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